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Minimum Connected Dominating Set using a
Collaborative Cover Heuristic for Ad hoc Sensor

Networks
Rajiv Misra and Chittaranjan Mandal

Abstract—A minimum connected dominating set (MCDS) is used as virtual backbone for efficient routing and broadcasting in ad hoc
sensor networks. The minimum CDS problem is NP-complete even in unit disk graphs. Many heuristics based distributed approximation
algorithm for MCDS problems are reported and the best known performance ratio has (4.8 + ln 5). We propose a new heuristics called
collaborative cover using two principles: i) domatic number of a connected graph is at least two and ii) optimal substructure defined
as subset of independent dominator preferably with a common connector. We obtain a partial Steiner tree during the construction of
the independent set (dominators). A final post processing step identifies the Steiner nodes in the formation of Steiner tree for the
independent set of G. We show that our collaborative cover heuristics is better than degree based heuristics in identifying independent
set and Steiner tree. While our distributed approximation CDS algorithm achieves the performance ratio of (4.8+ln 5)opt+1.2, where
opt is the size of any optimal CDS, we also show that the collaborative cover heuristics is able to give a marginally better bound when
the distribution of sensor nodes is uniform permitting identification of the optimal sub-structures. We show that the message complexity
of our algorithm is O(nΔ2), Δ being the maximum degree of a node in graph and the time complexity is O(n).

Index Terms—Connected Dominating Set (CDS), Steiner-tree, Routing backbone, Maximal Independent Set (MIS).

✦

1 INTRODUCTION

Wireless ad hoc and sensor networks is popularly used
for disaster control and geographical monitoring related
applications. Such ad hoc networks lack network in-
frastructure for connectivity and control operations. In
remote data gathering applications, the sensor network
often uses in-network data aggregation to optimize net-
work communication [2]. In-network aggregation is an
intermediate processing of global data gathered often
reducing the routing load thereby saving communication
energy and results in increasing network lifetime.
Lossless aggregation depends on coverage of aggre-
gating nodes. The set of aggregating nodes forms a
dominating set of the network graph. These subset of
nodes selected as aggregation nodes is organized in a
Steiner tree to form a data aggregation backbone. The
effectiveness of the aggregation algorithm is achieved
when the underlying CDS tree is minimized. Therefore,
constructing an aggregation backbone is modeled as the
minimum connected dominating set problem in graph
theory. Besides aggregation, the smaller sizes of CDS also
simplifies network control operations confines routing
operations to a few nodes set leading to advantages
such as energy efficiency and low latency. Ad hoc net-
works use a CDS as a virtual backbone for efficient
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routing and broadcasting operations. In this work, we
report an improved construction of a minimal CDS using
effective coverage as a metric in collaborative cover
heuristic and Steiner tree achieving the approximation
factor (4.8 + ln 5)opt + 1.2, where opt is the size of any
optimal CDS.

A connected dominating set CDS(G) of a graph G =
(V, E), is defined as a subset CDS(G)⊆V(G) of V(G) such
that each node in V (G)−CDS(G) is adjacent to at least
one node in CDS(G) and the graph induced by CDS(G)
is a connected subgraph of G. The problem of finding
the CDS with minimum cardinality called Minimum
Connected Dominating Set (MCDS) problem which is
known to be NP-complete [6]. Therefore polynomial time
approximation algorithms for small size CDS construc-
tion are of interest. Existing schemes for small size CDS
have use degree based heuristic[5] for optimization of
independent set and connectors in CDS construction. In
this paper we argue that degree based heuristic looses
the coverage information due to overlapping of coverage
area which is vital to further improve on the size of the
CDS, leading to our new collaborative cover heuristic
based on effective coverage. We describe a collaborative
coverage heuristic to identify better coverage dominators
based on their effective coverage. The effective coverage
is ratio of coverage over the size of cover i.e. |coverage|

|cover| ,
where coverage means set of nodes covered by domi-
nators and cover is the set of dominator nodes. A set of
nodes having highest effective cover in its 1-hop vicinity
are considered greedily for selecting them as dominators,
which reduces the size of dominators. We provide a local
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mechanism to explore the cover with effective coverage
in the distance-2 region which is used in our distributed
approximation algorithm to generate smaller size CDS.
Recent works have used a second phase in the MCDS
for a Steiner tree construction to optimize the Steiner
nodes to tap the independent nodes as terminals ob-
tained in the first phase of construction to achieve an
approximation factor of (4.8 + log 5). We have used the
first phase of construction to generate a partial Steiner
tree along with the independent set construction, this
is achieved by shifting the independent set nodes to a
proper placement to identify the Steiner nodes among
the neighbouring nodes. Thus, unlike most of the re-
ported schemes which fixe the independent nodes first
and take second phase for Steiner tree construction, we
shift the independent set (with better coverage) place-
ment to identify most of the Steiner nodes in the first
phase itself. The second phase of the algorithm then
becomes a post processing step leading to a Steiner tree
of no higher cost.
In the energy constrained ad hoc and sensor networks
such schemes help to extend the network lifetime due
its smaller size CDS compared to other CDS schemes, in
terms of: i) A smaller dominating set resulting in larger
domatic partition giving better energy conservation and
ii) Smaller size dominating set means large coverage
giving high degree of data aggregation thereby reducing
the network traffic.
The described algorithm has O(nΔ2) message com-
plexity, Δ being the max degree of node in graph. The
approximation factor of distributed algorithm for finding
minimum connected dominating set is (4.8 + ln 5)opt +
1.2, where opt is the size of any optimal CDS.
The rest of paper is organized as follows. In section
2 we discuss related works on CDS construction algo-
rithms. Section 3 is on preliminaries giving definitions
and a brief background necessary for our work. Section
4 states problem formulation and lists the contributions
of this work. Section 5 explains the principles behind our
collaborative cover heuristic. Steiner tree construction
from a given set of dominators is explained in section
6. In section 7 we present our distributed algorithm for
aggregation-CDS based on collaborative cover. Section
8 is on analysis of the algorithm. We give simulation
results in section 9. Finally, we conclude in section 10.

2 RELATED WORK

In this section we review the literature, which is divided
into the following two sections:

2.1 In-network aggregation problem

Several reported schemes on routing algorithms such as:
Directed Diffusion [13], Pegasis [16] and GAF [24], have
used in-network data aggregation where a spanning tree
performs aggregation function opportunistically along
the internals of the tree, as data flows level by level
from leaves to root. The opportunistic aggregation based

schemes are neither optimal nor giving approximation
guarantees. The aggregation schemes are categorized
into two types: i) lossless aggregation and ii) lossy
aggregation.
The lossy aggregation schemes are based on exploiting
correlated data in tree construction. A connected corre-
lation dominating set scheme reported in [10] constructs
CDS for capturing correlation structure to provide lossy
aggregation efficiently. We have not come across any
significant reported matter on lossless aggregation.

2.2 Minimum connected dominating set problem

The use of the connected dominating set (CDS) as a
virtual backbone was first proposed by Ephermides in
1987 [8]. Since, then many algorithms that construct
CDS have been reported and can be classified into the
following four categories based on the network infor-
mation they use: i) centralized algorithms, ii) distributed
algorithms using single leader, iii) distributed algorithm
using multiple leaders and iv) localized algorithms.
Guha and Khullar [4] first gave two centralized greedy
algorithms for CDS construction in general graphs hav-
ing approximation ratio O(lnΔ). Centralized CDS algo-
rithm to be used as virtual backbone for routing applica-
tion was first reported by Das in [7]. The centralized CDS
algorithms requires global information of the complete
network. Hence, it is not suited for wireless sensor
networks which do not have centralized control. Con-
struction of CDS may be achieved through a distributed
algorithm based on either a single leader or multiple
leaders.
Distributed algorithms with multiple leader approach
does not require a initial node to construct CDS. Al-
zoubi’s technique [3] first constructs an MIS using a dis-
tributed approach without a leader or tree construction
and then interconnects MIS nodes to get a CDS. Wu
and Li in [22] reported a CDS algorithm to identify the
CDS using a marking approach to identify dominators
with independent nodes and then prune the redundant
nodes from the CDS using two set of pruning rules
to generate CDS. The multiple leader minimum CDS
schemes approximates size of min-CDS to 192opt + 48,
where opt is the size of optimal CDS [3]. Due to its large
approximation factor, the multiple leader based dis-
tributed CDS construction is not effective for exploiting
lossless in-network aggregation. In a localized approach
for CDS, construction Adjih [1] presented a approach
for constructing small size CDS based on multipoint
relays (MPR) but no approximation analysis of algorithm
is known as yet. Based on the MPR approach several
extensions have been reported leading to localized MPR
based CDS construction. The localized without a approx-
imation guarantees is again not competitive to efficiently
exploit aggregation.
A single leader distributed algorithm for CDS as-
sumes an initial leader in place to provide initialization
for the construction of distributed algorithm. A base
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station could be the initiator for construction of CDS
in sensor networks. The distributed algorithm uses the
idea of identifying an maximal independent set (MIS)
and then identifies a set of connectors to connect the
MIS is ascertained to form CDS. Alzoubi [21] presented
an ID based distributed algorithm to construct a CDS
tree rooted at the leader. For UDGs, Alzoubi’s [21] ap-
proach guarantees approximation factor on size of CDS
atmost 8|opt|+ 1, has O(n) time complexity and having
O(n log n) of message complexity to construct CDS using
a single initiator. The approximation factor on the size
of CDS was later improved in another work reported by
Cardei [5] having an approximation factor of 8|opt| for
degree based heuristic and degree aware optimization
for identifying Steiner nodes as the connectors in CDS
construction. This distributed algorithm grows from a
single leader and has O(n) message complexity, O(Δn)
time complexity, using 1-hop neighbourhood informa-
tion. Later, Li in [15] reported a better approximation
factor of 4.8 + log 5 by constructing a Steiner tree when
connecting all nodes in I , the independent dominating
set.

3 PRELIMINARIES

This section is divided into two parts: i) dominating set
and ii) network model.
A. Dominating set: Wireless networks generally have
omni-directional antennae and nodes use transmission
power to establish connection with all nodes in the
transmission range. Assume that medium access control
layer protocol deals with the intricacies of interference
of radio signals, channel regulation, collision handling
giving us way to model network as unit disk graph. A
graph G=(V,E) is a unit disk graph(UDG) if there exist Φ :
V �→ R

2 satisfying (i, j)εE iff ‖ Φ(i)−Φ(j) ‖2. Φ is called
a realization of G. Thus, wireless network is modeled as
UDG. In a given graph G = (V, E), V ′ ⊆ V a subset is
a maximal independent set (MIS) if no two vertices in
V ′ are adjacent (independence) and that every uεV −V ′

has a neighbour in V ′ (maximality). A dominating set
D is a subset of V such that any node not in D has a
neighbour in D. A maximal independent set is also a
dominating set in the graph and every dominating set
that is independent must be maximal independent, so
maximal independent sets are also called independent
dominating sets. If the induced subgraph of a dominat-
ing set D is connected, then D is connected dominating
set (CDS). The relationship between size of a MIS of
G and the minimum connected dominating set CDS of
G plays an important role in establishing the approxi-
mation factor of approximation algorithm for minimum
connected dominating set. Wan[21] showed that in every
UDG G, |MIS(G)| ≤ 4|CDS(G)|+1 which was improved
by Wu[23] to |MIS(G)| ≤ 3.8|CDS(G)| + 1.2. We use
the improved relationship of MIS and min-CDS for
approximation analysis of our proposed algorithm.
B. Ad hoc Network Model: Distances are Unknown We
describe the network model used in this work. Assume

that nodes do not have any geometric or topological in-
formation, thus even the distances to neighbours are un-
known to the nodes. The communication overhead due
to interference is assumed to be negligible. The compu-
tation is partitioned into rounds. Assume that the nodes
receive all messages sent in previous round, execute local
computations and send messages to neighbours in a
round. A wireless ad hoc network is represented as a
UDG. Nodes using exchange of hello messages can find
its distance-1 neighbour nodes and ascertain its degree.
Given G(V, E), G2 has vertex set V (G) and edge set
E2 = {{u, v}|u, v ∈ V (G) ∧ shortest distance(u, v) ≤ 2.

4 PROBLEM FORMULATION AND CONTRIBU-
TIONS

Consider wireless sensor network consisting of a (large)
number (n) of nodes deployed in a geographical region.
Each node is mounted by an omni-directional antenna
with the transceivers having maximum transmission
range of R. The ad hoc network is a unit disk graph
G = (V, E) where |V | = n be all the nodes, E be the
edges and edge between any pair of node exists if the
distances is at most R, taken a a unit radius. The problem
is to find a minimum cardinality connected dominating
set of G is NP-complete. Therefore, the aim of this
work is the development of heuristic based approach to
construct a CDS with guaranteed approximation factor
to the size of any optimal CDS. When a minimal CDS
is used as aggregation backbone for lossless in-network
aggregation problem, it saves the network traffic leading
to increased lifetime of the energy constrained ad hoc
and sensor networks.

4.1 Contributions

The contribution of this paper is summarized as the
following:
1) A distributed approximation algorithm for mini-
mum connected dominating set problem with a
known initiator.

2) A new collaborative cover heuristic which helps in
identifying smaller cardinality MIS of G as com-
pared to ID based or degree based heuristics.

3) A Steiner tree construction process in two phases:
a) Steiner nodes identified in the first phase to
drive the MIS construction by shifting inde-
pendent set nodes to locate the connectors in
identifying Steiner nodes and

b) second phase becomes a post processing step
of identifying the Steiner nodes to construct
the CDS tree statisfying a standard bound.

c) The approximation factor of our algorithm is
(4.8 + ln 5)opt + 1.2, where opt is the size
of any optimal CDS. The algorithm has time
complexity of O(n) and O(D) rounds, where
D is network diameter. The algorithm requires
atmost O(nΔ2) messages for its construction
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complexity, whereΔ is maximum node degree
in G.

We have shown that our CDS approach when used for
in-network aggregation application, prolongs the net-
work lifetime.

5 COLLABORATIVE COVER HEURISTIC

Reported work on distributed approximation algorithm
for CDS construction using a single leader either use
ID based heuristic[21] or degree based heuristic[5].
Cardei[5] has shown that degree based heuristic is better
as compared to a pure ID based heuristic in identifying
smaller size CDSes greedily. In identifying a MIS using
degree based heuristics, nodes with highest degree in
their neighbourhood are selected greedily forming an
MIS of the underlying graph.
An improvement over the existing degree based
heuristic is a new collaborative cover heuristic described
in this paper. The collaborative cover heuristic is based
on the idea of using the information of overlapping
coverage of the nearby independent set of nodes. On
considering the nearby independent nodes, we observe
that the effective coverage is less when they are consid-
ered in isolation. In a degree based heuristic each node
is considered in the isolation thereby loosing important
information to further optimize the size of MIS and CDS.
The loss of effective coverage is due to overlapping of
coverage area of nearby independent nodes. Therefore,
instead of effective degrees being considered in isola-
tion, we propose a more encompassing heuristic which
considers the coverage of nearby independent nodes
while identifying effective coverage (or effective cover of
network nodes). Thus, the collaborative cover heuristics
is based on effective coverage information which intu-
itively is better than effective degree. We now provide
a formalised definition of the concept of collaborative
cover.
Definition 1 (Node neighbourhoods): Consider a node u.
Nodes covered by u is represented as N(u), known as
neighbours of u. The set N [u] represents nodes covered
by u including u. Let the nodes be called independent if
they are not neighbours. Independent neighbour of u is a
subset of N(u) such that any pair of nodes in this subset
are independent. N2(u) is a set of nodes which are at
most at a distance-2 from u known as at most distance-2
neighbours of u. Let the distance-2 neighbours of u is
represented as {N2(u)−N(u)}.
For any node, we now define a cover of its distance-2
neighbours such that any pair in the cover are indepen-
dent.
Definition 2 (Distance-2 independent halo): Let H be the
independent cover of the distance-2 neighbour of u. If H
is an independent cover then H ⊆ {N2(u) −N(u)} and
{N2(u)−N(u)} ⊆ N [H ] and any pair of nodes in H are
independent.
Such a cover H of {N2(u) − N(u)} where any pair
of nodes in H are independent is obtained using either

ID based or a degree based heuristic. Note that in either
of heuristic, any pair of independent node in H which
are distance-2 neighbours has ignored the estimate of
coverage loss due to the overlapping in coverage. Fur-
ther, these independent nodes later requires additional
Steiner nodes to form the connected substructure. With
this background, we now argue a need of new heuristic
which accounts for effective coverage. We propose a
collaborative cover heuristic to compute the effective
coverage of independent distance-2 neighbour nodes
collaboratively.
Definition 3 (Independent covers): Let vH be node in H
and let RH = {N(vH)∩{N2(u)−N(u)}} be the coverage
of vH for distance-2 region of u. Then I(RH) be any
independent set of RH which covers RH . Thus RH ⊆
N [I(RH)]. Therefore, node vH and any independent set
in its neighbourhood I(RH) form the disjoint covers of
RH . Note that there may be multiple such instances of
independent sets I(RH). Let S be the set all instances
of independent sets of RH where each independent set
I covers the region RH ⊆ N [Ii] for 1 ≤ i ≤ p, so let
S = MIS(RH) = {I1, I2, . . . , Ip}.
Consider any node vH and a subset of its neighbour-
hood region RH . We know that vH covers the region RH .
There are many possible independent sets (IS) in region
RH each of which coversRH . Let the set S denote a set of
IS which can cover RH . We have to compute weights for
each instance of IS on analyzing its coverage to ascertain
its quality. Next we define a measure to compute its
effective coverage weight.
Definition 4 (Effective coverage): The effective coverage
weight of an independent set(Ii) with respect to a region(
{N2(u)−N(u)}) is the ratio of coverage for the region by
the independent set over size of independent set. Thus,
effective coverage weight=N [Ii]∩{N2(u)−N(u)}

|Ii|

The effective coverage weight is computed for each
independent set to identify an ordered pair of (Ii, wti).
We can now identify a weighted independent set to
cover a given region RH .
Definition 5 (Weighted independent covers ): The
weighted independent set (Ii, wti) (for 1 ≤ i ≤ p)
is an ordered pair of independent set and its effective
coverage weight such that each independent set is a
cover of the region RH = {N [vH ] ∩ {N2(u) − N(u)}}.
Thus RH ⊆ N [Ii] for ( 1 ≤ i ≤ p). Let, the region RH

has p number of covers with the weights represent the
ratio of the effective coverage over the cardinality of
cover. Thus the weighted independent cover is given
by {(I1, wt1), (I2, wt2), . . . , (Ip, wtp)}.
In addition to associating the weights for effective
coverage with independent sets, we look for those I
in S which have a common neighbour node in N(u).
Thus, the condition for I which does the check is
{N [I]∩N(u)} 
= 0. The common neighbour node is called
as connector because it can connect the node u and its
distance-2 independent neighbours.
Definition 6 (IS with a common connector ):
The independent set Ii with at least a
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Fig. 1. Example for comparing collaborative cover and degree
based heuristics

common connector in N(u) is stated as: ∃w ∈
N(u)[Ii| w connects at least 2 nodes of Ii, i.e |N(w) ∩
Ii| ≥ 2].
For any node vH , the independent set Ii and its effec-
tive coverage weight wti associated with a connector w
together forms a tuple tH = (Ii, wti, w).
The collaborative cover heuristics proposed in this
paper is based on the intuitive argument that degree
based heuristic may result to a non-optimal choice lo-
cally in the construction of CDS leading to a non-optimal
CDS eventually. The collaborative cover heuristic often
replaces a non-optimal choice of degree based heuristic
with the improved effective coverage using collaborative
cover locally. The replacement of degree based selection
with collaborative cover based selection suggests the
existence of multiple cover locally. Since, the domatic
number of any connected graph is at least 2 by Ore’s
theorem (in lemma-1), therefore premise of multiple
cover is validated to explore and prune the local best
cover.
Result 1 (By Ore in 1962 [11], [18]): For a connected
graph G, the domatic number of G ≥ 2.
Thus, at every stage of connected graph there exists
at least two cover in graph and our approach aims to
improve locally with the local best approximation to
reduce size of CDS eventually for minimum connected
dominating set problem.
Definition 7 (Optimal sub-structure): Let node w be
called as connector if it is common neighbour between
dominators u and v, where v is the distance-2 neighbour
of u.
An optimal substructure is a tuple (Ii, wti, w) in the
neighbourhood N(v) of any node v is a highest weight
independent set with a common connector w which can
connect an IS to some node u and if the weight of the IS is
greater than the coverage of the node v for a given region
(i.e. effective coverage wti > coverage of node |RH |).
Example 1: A CDS construction stage of ad hoc network
is shown figure-1, which consists of a dominator-A, three
potential dominators (B, C, D) and six nodes (having two
nodes as neighbour to each B, C, D). Let the dominator-A
need to select its distance-2 dominators out of the potential
choices B, C and D.
According to degree based heuristic, the potential dominator

C covers four nodes compared to B and D at three each.

Therefore, C becomes a dominator whereas B andD stay as its
member nodes. The size of cover for C becomes 1 and coverage
of C is 4. Further, in order to cover the nodes {1, 2, 3, 4} at
least 2 more dominators are needed. Thus the cover size is at
least 3 for coverage of 4 nodes (considering only 2-hop cover
of A). Thus, dominator C requires two more dominators one
from each sets: {1, 2} and {3, 4}, leading to the required three
dominators based on degree information. Thus, the weight of
the cover is given as: weight= |coverage|

|cover| =
4
3=1.33.

Based on the collaborative cover heuristic, the potential
dominators B, D are selected as dominators. The size of cover
becomes as 2 and the coverage of dominating set {B, D} is
5. The collaborative cover {B, D} of size 2 has a coverage
of 5. Thus, effective coverage of collaborative cover has the
weight= |coverage|

|cover| =
5
2=2.5. �

Higher weight indicating more coverage in collabora-
tive cover heuristics as compared to the degree based
heuristic leading to smaller size of cover. Furthermore,
the number of connector needed in collaborative adds to
single number as compared to degree based heuristic of
more than one.
Theorem 1 (Local identification of optimal sub-structure):
The optimal substructure is computed locally requiring
only distance-2 local information.
Proof: It is evident from example 1 that all covers in

the neighbourhood of a potential dominator are evalu-
ated and the best is finally chosen. This entire process
is carried out locally, around the potential dominator,
requiring only distance-2 local information.
In the next section, we describe the construction of
Steiner tree carried out in over two phases of the CDS
construction.

6 STEINER TREE CONSTRUCTION

A Steiner tree for a given subset of nodes (called as
terminals) I in a graph G, is a tree interconnecting
(known as tapping) all the terminals I using a set of
Steiner nodes in {V (G) − I}. We can connect maximal
independent set I by using Steiner nodes forming a
Steiner tree inter-connecting all the nodes in I . The
objective is to find a Steiner tree with minimum number
of Steiner nodes to obtain a small size of CDS. We define
the Steiner tree with minimal Steiner nodes as:
Definition 8 (Minimal Steiner nodes): Let I ⊆ V (G) be
the maximal independent set I of G. Minimal Steiner
nodes is subset V (G)− I , forming a Steiner tree to inter-
connect (or tap) the independent nodes I (or terminals).
For unit disk graphs, the Steiner nodes has a property
that any Steiner node can tap at most five independent
nodes (or terminals). From the property of unit disk
graph given in [17], we know that any node is adjacent
to at most five independent nodes. Therefore, any Steiner
node can interconnect at most five independent (termi-
nal) nodes. Using this property, we define our scheme
to identify the Steiner nodes in the following steps:
Step-1 All the dominatee node with 5 adjacent
independent nodes from separate components
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are chosen become Steiner nodes and the set of
adjacent independent nodes forms a connected
component. Note that new component thus ob-
tained by an association of Steiner node and
its adjacent independent set nodes of different
components, reduces the number of compo-
nents in the network which needs to be updated
to dominatee having the adjacent independent
set in different components.
Step-2 For each dominatee, recompute the ad-
jacent independent nodes in different compo-
nents information.
Step-3 Repeat the above steps (1..2) for dom-
inatees having four adjacent independent set
nodes in different components.
Step-4 Repeat the above steps (1..2) for domi-
natees having three adjacent independent set
nodes in different components.
Step-5 Repeat the above steps (1..2) for domina-
tees having two adjacent independent set nodes
in different components.

Thus the set of the Steiner nodes forming a single con-
nected component of independent set nodes contributes
to CDS. In the next section we describe our CDS algo-
rithm using heuristic based on collaborative cover.

7 CDS USING THE COLLABORATIVE COVER
HEURISTIC

Let every node know its distance-1 neighbours and its
distance-2 neighbours. Assume that every node also
knows its maximal independent set (MIS) in the unit
disk around it.
The CDS construction grows the CDS-tree incremen-
tally in a BFS manner. Each node maintains the following
state variables: i) The pointer parent is used for the
parent link in CDS-tree, ii) The level variable l indicates
the level of node from root (l = 0) of CDS-tree in
BFS construction and iii) The color variable records the
current status of node (initially all the nodes are white,
dominators and connectors are colored black, potential
dominator at distance-2 takes yellow color, whereas
dominatees are grey).
Let u be a leader node which initiates the construction
of CDS algorithm. The algorithm has three main steps:
i) This step is to identify the independent set (cover) of
the distance-2 neighbours using degree based heuristic
ii) This step computes the collaborative cover for each
node of a cover (identified in step i)) and a weight based
on effective coverage and iii) This step is to identify a
connector, if any, for the highest weight independent set
(identified in step ii)) with u.
The algorithm starts at the leader node to identify
dominators and connectors in CDS-tree constructing two
levels at a time (level-l dominator to level-(l+1) connec-
tor and level-(l+1) connector to level-(l+2) dominator)
of the CDS-tree at each step until no idle nodes are left.

The set of yellow leaders forms an MIS of distance-
2 region of u. The yellow leaders perform two tasks: i)
identify leaders of yellow leaders in its 2-hop adjacent
yellow leaders to form an MIS of yellow leaders induced
by graph G2[yellow-leaders], and ii) for each yellow
leader, compute the MIS of yellow neighbours with
common grey nodes.
The yellow leader computes the MIS with common
grey neighbour and identifies highest effective coverage
MIS among them.
The yellow leader compares its coverage with the
highest weight effective coverage of MIS with common
adjacent grey nodes. The yellow leader becomes active
if its effective-coverage weight has larger coverage than
its own coverage. Note that active yellow leader satisfies
the following three properties represented by a tuple
(Ii, wti, wi) which triggers to explore alternate MIS with
better coverage to elect leaders of yellow leaders in the
entire yellow leaders of u:
1) size of MIS Ii of node is atleast two,
2) independent nodes of MIS has a common connec-
tor wi and

3) effective coverage weight wti of MIS is greater than
coverage of a node itself

The active yellow leader sends effective coverage
of MIS to its 2-hop neighbouring yellow leaders.
G2[yellow leader] is the subgraph of G2 induced by
yellow leaders. Note that for any given yellow leader,
the subgraph G2[yellow leader] identifies yellow leaders
in its distance-two neighbourhood. The leaders of yellow
leaders are identified based on their effective coverage,
which form MIS of graph in G2[yellow leaders] which is
a subgraph of G2 induced by yellow leaders. The yellow
leaders are pruned locally to identify an improved MIS
based on coverage heuristics in following two phases:
i) In the first phase the leaders of yellow leaders grows
its highest effective coverage MIS with common grey to
become as dominators. ii) In second phase the remaining
yellow leaders use the dominators to forms its MIS
and then grow them to become dominator. Note that
in above two phases, the MIS of distance-2 neighbours
of u is identified and updated as dominators. These
dominators trigger selection of the adjacent grey nodes
which connect highest number of dominators.
At this point node u has identified distance-2 cover
preferably as dominators with a connector. The size
of cover is reduced heuristically for a larger coverage.
Once the dominators (at level-(l +2)) and connectors (at
level-(l +1)) are identified, the (level-(l +2)) dominators
become leaders to repeat the steps to grow the CDS-
tree further until no white nodes are left. After the end
of the first phase, the algorithm has identified MIS and
the connectors. These connectors which form an initial
Steiner tree are discarded to identify new Steiner nodes
in second phase. In the second phase, iteratively the
Steiner nodes are picked which connects independent
set nodes in different components. At the end of second
phase the Steiner tree is formed out of Steiner nodes thus
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identified. It may be noted that the collaborative cover
process involves an optimization to reduce the number
of dominators. The computation is local therefore it is
suitable for computing using a distributed approach.

Algorithm 1 CDS by collaborative cover heuristic
1: Initialize 〈parent = nil〉, level〈l = 0〉, 〈color = white〉,

count = 0 for each node.
2: Consider a leader node u initiating construction of
the CDS. Leader node u, becomes a dominator and
updates its state as 〈color = black, parent = ID, l =
1〉.

3: Node u sends message m1 = 〈u, l〉 to its adjacent
nodes.

4: Each adjacent node w on receiving m1 = 〈u, l〉 from
u becomes a dominatee and updates its variables as
〈color = gray, parent = u, level lw = lu + 1〉. Node
w sends message m2 = 〈w, u, lu + 1〉 to identify the
distance-2 nodes of u.

5: A white node v on receiving m2 from w, becomes
a distance-2 neighbour of u and updates its state
variables as 〈color = yellow, level lv = lu + 2〉 and
records its adjacent grey neighbours Ngrey(v) = {w},
initialises adjacent yellow neighbours Nyellow = nil,
updates effective degree nodes Neff(v) = N(v)−{w},
where N(v) is the nodes adjacent to v.

6: After a lapse of τ time, when all the m2 messages
are delivered to yellow nodes v, the yellow nodes
v broadcast message m3 = 〈|Neff(v)|〉 containing its
effective degree to its adjacent yellow nodes v.

7: Yellow nodes v of u on receiving m3 from v′ update
its adjacent yellow neighbours Nyellow = Nyellow ∪
{v′}, ranks its adjacent yellow nodes on the basis
of their effective degree (|Neff |, ID), where node ID
is used for tie breaking. If node v has the highest
effective degree node in its distance-1 vicinity, then
v becomes a yellow leader. The yellow leader v
broadcasts message m4 = 〈Nyellow(v)〉 containing
its coverage of yellow nodes to its adjacent yellow
nodes.

8: Each yellow node v (of u) on receiving m4 from
yellow leader v′, computes Iv′ (v) = Nyellow[v′] −
Nyellow[v], the set of yellow nodes in the neighbour-
hood of v′ not adjacent to v and broadcasts message
m5 = 〈v, Iv′ (v), Ngrey(v), Neff(v)〉 to the yellow
leader node v′.

9: Each yellow leader v (of u) on receiving m4 from v′

(of u), computes all MIS(yellow neighbours(v)) and
then selects only those MISes whose |MIS| > 1
and have common grey neighbours as D(v) =
{D1, . . . , Dk} (possibly empty). Node v computes ef-
fective coverage of each Di, (∀i ∈ 1..k). The effective
coverage weight of Di(v) is given by:

weighti =
|N [Di(v)] ∩ (N2(u)−N(u))|

|Di(v)|

This forms a tuple D(v) =
{(D1, wt1, w1), . . . , (Dk, wtk, wk)}, where wti

represents the coverage weight and wk is common
connector node at level-(l + 1). Each yellow
leader node identifies on the basis of highest
effective coverage weight, the MIS set Dh in its
neighbourhood (arbitrarily select one in case of tie).
If the highest effective coverage weight, of the MIS
set Dh is greater than the coverage of v itself, then
yellow leader becomes active. Each active yellow
leader v, sends message m5 = 〈eff. coverage(Dh),ID〉
to its 2-hop neighbouring yellow leaders of v. {Note
that active yellow leader means it has an MIS which
three properties i) |MIS| ≥ 2, ii) MIS has at least
one common grey node and iii) effective coverage
weight indicates that the effective coverage of this
MIS is greater than coverage of yellow leader node
itself. The active yellow leader triggers the pruning
of MIS by activating all yellow leaders to elect a
new set of MIS.}

10: Each active yellow leader v (of u) on receiving m5

resolves the leaders of (active) yellow leader with
highest effective coverage in its 2-hop region. The set
of yellow leaders undergoes local pruning to identify
local best coverageMIS(N2(u)) (i.e an MIS of N2(u))
in following two phases:

1) In first phase each leader of yellow leaders in
(G2[yellow leaders]) is identified and the nodes
its Dh become dominators and update color =
black. Their common grey nodes becomes con-
nectors by receipt of a message m6.

2) In second phase the remaining uncovered yel-
low nodes identify their MIS to become domi-
nators (updating their colour to black) to cover
all the yellow nodes. The dominators of second
phase sends message m7 to select their connec-
tors amongst the grey nodes (preferably which
are already connectors of first phase).

11: Particular grey nodes at level l + 1 on receiving m6

or m7 come to know whether they are connectors.
12: Note that the identification of connectors among the
grey nodes completes the construction three levels
l, l + 1, l + 2 of CDS construction. The connectors at
level-(l + 1) are identified to connect level-l domi-
nators with level-(l + 2) dominators by breadth first
expansion of the CDS-tree in a distributed manner.

13: The algorithm phase-I terminates when no white
nodes left unexplored.
{Phase-II: Identifying Steiner nodes }
{Phase-II discards the connectors and iteratively
identifies Steiner nodes for connecting independent
set nodes belonging to different components}

14: Each node in I broadcasts m10 message so that
dominatees can know of adjacent independent set
nodes in different components.

15: Initially all independent set nodes forms different
components and the Steiner nodes list is empty. In
the next step, dominatees having required number
of adjacent independent set nodes in different com-
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ponents are identified as Steiner nodes iteratively.
16: for i = 5, 4, 3, 2 do
17: while a grey node v exists having i-adjacent inde-

pendent nodes of I in different components do
18: Add node v into Steiner nodes list
19: end while
20: end for{The identified Steiner nodes connect the
dominator nodes to form a Steiner tree. Thus, inde-
pendent set nodes and Steiner nodes forms the CDS
of G}

8 ALGORITHM ANALYSIS

In analysis of algorithm-1, we provide the approxima-
tion factor of size of CDS and complexity analysis in
following sub-sections.

8.1 Approximation analysis of CDS algorithm

Lemma 1: For the algorithm-1, the size of every max-
imal independent set computed in phase-I is at most
3.8opt+1.2where opt is the size of a minimum connected
dominating set in the unit disk graph.
Proof: From the result reported in [23].

Lemma 2: The size of Steiner nodes obtained from
algorithm-1 is at most (1 + ln 5)opt, where opt be size
of any optimal CDS.
Proof: The proof follows directly from theorem-2

of [15] because at step-15 of algorithm-1, the set of
connector nodes originally identifed are discarded and
a new set of Steiner nodes are identified in steps 16 to
20, also based on the Steiner node identification scheme
reported in [15].
It may be noted that steps steps 16 to 20 for algorithm-
1 may optionally be skipped and the original set of
connectors used, in which case lemma-2 will no longer
apply. However, in the section 9 we show that original
set of connectors that are identifed compare well the
connectors identified in steps 16 to 20.
Theorem 2: For algorithm-1, the size of CDS is at most

(4.8+ ln 5)opt+1.2, where opt is the size of any optimal
CDS.
Proof: From lemma-1 and lemma-2, we have:

|CDS| = |I|+ |Steiner nodes|

= 3.8opt + 1.2 + (1 + ln 5)opt

= (4.8 + ln 5)opt + 1.2

8.2 Complexity Analysis

Theorem 3: The algorithm for Connected dominating
set has time complexity O(n) time and O(D) rounds,
where D is the network diameter and message complex-
ity of O(nΔ2), whereΔ is max degree of node in G.
Proof: Assume that in a given unit disk the size

of an MIS is always less than maximum degree of a

node in G, therefore |MIS| ≤ Δ. Each node sends at
most two messages to become grey (dominatee) and
at most Δ messages per degree to update neighbour’s
information and Δ2 to get neighbours of neighbour, to
become dominator. Thus, message complexity is O(nΔ2),
where Δ is the maximum node degree.
While establishing the relationship between connec-
tors and dominators the message complexity is only
size of CDS which is at most O(n). Thus the message
complexity of algorithm O(nΔ2). Each node is explored
one by one, so the time complexity O(n). The number of
synchronous rounds is O(D), where D is network diam-
eter, which is bounded by shortest distance of farthest
node from a given leader.

9 SIMULATION RESULTS

In this section we present the simulation results to
measure the performance of algorithm-1. First part of
the section aims to analyse the performance of algorithm
experimentally, whereas the second part measures the
effectiveness of algorithm for a data aggregation applica-
tion using an energy model. The simulation experiments
considered for analyszing the performance are : i) per-
formance comparison of Steiner nodes with independent
set nodes ii) performance comparison of Steiner nodes
against ignored connectors iii) performance comparison
with the related techniques. The experiments for mea-
suring the effectiveness on aggregation is given as (iv)
energy analysis of network for exploiting aggregation.
In the experimental setup, we model wireless ad hoc
sensor network as a set of nodes deployed in a prede-
termined rectangular area of dimension 100×100 square
units called as deployment area M . We use a uniform
random number generator that chooses the x and y
coordinates in deployment areaM for sensor nodes. We
assume that each node has the uniform transmission
range r. The edge between any pair of nodes exists, if
the distance between them is atmost r.The induced graph
of underlying network becomes a unit disk graph. In
our simulation setup, we use the approximate governing
relation for the transmission radius given by r2 = (d ∗
M)/(π∗n) [2]. The deployment area in our experimental
setup is assumed as rectangular shape which effects the
nodes located at border as low degrees called as border
effect. In our simulations, to offset border effect, we use
a correction of higher transmission radius judiciously to
nullify the border effect. The simulation parameters are
summarized in table-1. The Simulation is carried out in
PROWLER/MATLAB, an event driven simulator for Ad
hoc Networks.
In the first experiment we compare the Steiner nodes
required to connect the independent set nodes using a
metric which is ratio of number of Steiner nodes to
number of independent set nodes.Transmission range
is chosen as 25 units. Network size is varied from
25 to 225 nodes. Note that we take connected graph
into consideration. We run the algorithm 100 times on
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Fig. 2. Performance comparison of number of Steiner
nodes and number of independent nodes

TABLE 1
Simulation parameters

Parameter Value Summary
M 100×100 Deployment area.
r 25,50 Maximum transmission range

n 25-500 Network size

d 3-50 Network density, number of nodes per unit area

different set of parameters. The averaged results are
reported in figure-2. For large size networks, the ratio
comes out to be lesser than 0.3, indicates that the Steiner
nodes often connects more than three independent sets
to achieve the results.
Next we analyze through simulation the performance
of Steiner nodes as compared to connectors identified
while identifying independent set which are ignored to
identify optimal Steiner nodes as a post -processing step.
We give an account of how far we achieved in partial
Steiner tree in our collaborative cover CDS algorithm.
The performance shown in figure-3 of the 100 runs
for the parameters n,r. The results show that our collab-
orative cover is quite close in identifying partial Steiner
tree in its first phase of construction and therefore, a
post processing step only requires to identify some of
the optimal Steiner nodes to achieve Steiner tree.
Note that besides this our collaborative cover also
gains in reducing independent set which is discussed
in later part of this section.
We also analyze the message exchanges for CDS con-
struction in our algorithm.We run the algorithm 100
times on different set of parameters varying network
sizes from 100 to 500. The comparison shows that
number of messages in our CDS construction are closer
to that of degree-CDS approach. Thus, our collaborative-
cover CDS is not sacrificing on the message overheads.
The message complexity analysis of O(nΔ2), where Δ
is max degree of G, is also validated by comparing the
simulation results (shown in figure-4) with degree-CDS
scheme.
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Fig. 3. Performance comparison of Steiner nodes with
(ignored) connectors
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construction

Finally,we compare the performance of our collabora-
tive cover based CDS algorithm with the CDS algorithm
reported by Cardei in [5], by Alzoubi in [21] and by Li in
[15] . Assume the maximum transmission range values
to be (25 or 50) units for the network with varying the
node sizes as (20 or 50 or 100). We considered only the
connected graph for our result analysis.
The performance comparison shown in figure5, for
maximum transmission range r=25 whereas for r=50 is
shown in figure6 to demonstrate the comparison of the
100 runs for some parameter sets. The simulation results
reveal that our collaborative cover based CDS algorithm
reduces the size of CDS by 15% compared to Cardei
et al.’s [5] approach whereas reduction of CDS size is
10% in Li’s CDS [15] approach. From both the results,
we observe that our proposed is better than Alzoubi’s
[21], Cardei’s [5] and Li’s [15] approach in identifying a
smaller size of CDS.

9.0.1 Aggregation based energy model

In order to evaluate the energy profile for data aggrega-
tion in our aggregation-CDS algorithm, we considered
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Fig. 6. Performance comparison with CDS algorithms
(R=50)

an aggregation based energy model. Let the energy dissi-
pation for aggregation to be 5nJ/bit. This value is drawn
from realistic experimentation reported in literature as
energy dissipation for performing beamforming com-
putations to aggregate data is 5nJ/bit [12]. The table-
2 summarizes the system parameter used for energy
modeling in our simulation.

In order to evaluate the role of number of domina-
tors in energy dissipation, we need to compare energy
dissipation in the entire network in aggregation-CDS
with degree CDS. Consider the energy dissipation of
nodes in network represented as Edom for nodes having
dominator’s role and Enon−dom for the non-dominators.
The non-dominators nodes spend energy Enon−dom to
communicate the sensed data to nearest dominator at
distance d within direct transmission radius rmax and
therefore obeys Friss free space propagation model hav-
ing attenuation d2 with coefficient (αfriss). Let El be the
per bit energy dissipation of transceiver electronics. In
order to transmit a message of m-bits at a distance d,

TABLE 2
Description of parameters

Parameter Value Summary
El 50nJ/bit Energy dissipated in transceiver for per bit operation.
Eagg 5nJ/bit Energy dissipated in data aggregation per bit

α
friss

10pJ/bit/m2 radio transmitter coefficient for short distances.

α2−ray 0.0013pJ/bit/m4 radio transmitter coefficient for longer distances.

M 100m2 target area of 100x100m2 .

m 1000bit frame size in bit per round of data gathering.

the non-dominator expends energy:

Enon−dom = m.El + m.αfriss.d
2 (1)

Let the dominators dissipate energy Edom in i) re-
ceiving information from dominatees (El), ii) perform-
ing aggregation (Eagg) and iii) transmitting aggregate
data to base station (α2−ray.d

4). It may be noted that
the average distances d between dominator and base
station is much greater than maximum transmission
radius rmax. Thus, the network nodes have two modes of
communication i.e higher range communication (beyond
d > rmax) and multi-hop communication. Using oppor-
tunistic routing if multi-hop energy dissipiation greater
than higher range direct transmission energy then higher
range transmission is used which follows 2-ray prop-
agation model with attenuation d4. Thus, the multi-
hop communication energy is upper bounded by energy
dissipation of 2-ray propagation model with attenuation
d4. Thus, to transmit m-bit message after aggregating
data from its dominatees in its neighbourhood say |Nbd|,
the radio energy Edom expends:

Edom = m.El.|Nbd| + m.Eagg .|Nbd| + m.α2−ray .d
4 (2)

Thus, energy dissipation of a dominator and its domi-
natee is given by:

Etotal−dom = Edom + |Nbd|.Enon−dom (3)

Therefore, total energy dissipation of network with
|CDS| = k dominators is given by

Etotal = k.Etotal−dom (4)

The equation-4 provides the total energy dissipation
of network in communicating the sensed data to base
station while performing aggregation at the dominators
of CDS. Using equation-4,we conducted an experiment
to simulate our CDS algorithm for computing the net-
work wide energy dissipation and analyze the effect of
smaller size of CDS on in-network aggregation in energy
dissipation of network. We have taken a frame m of size
1000 of sensing data generated from all nodes, which is
communicated by our CDS based aggregation backbone
to the base station located centrally inside target area.
The simulation results are captured for single round of
data gathering application. We then compare the energy
dissipation for single round data communication for
degree based CDS[5]. The results in figure-7 show the
crossover at the early network size of 100 nodes and
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Fig. 7. Performance comparison of aggregation energy
dissipation with degree-CDS algorithm

beyond network size 200 onwards in our aggregation-
CDS reduces the dissipation energy substantially of
sensed data communication even for a single round. The
reduction in the network wide energy dissipation using
our aggregation-CDS results in increase of the network
lifetime.

10 SUMMARY

In this paper we have described a distributed approx-
imation algorithm for identifying a minimal size con-
nected dominating set using the collaborative cover
heuristic for which the approximation factor is at most
(4.8+ ln 5)opt+1.2, where opt is the size of any optimal
CDS.A post-processing step identifies the Steiner nodes
leading to a Steiner tree for independent set nodes. This
improves upon the existing approximation for reported
CDS algorithms. When our proposed CDS scheme is
used for lossless in-network aggregation function shows
a substantial improvement in reducing energy dissipa-
tion of network compared to degree based CDS. The
message complexity of our algorithm is at most O(nΔ2),
where being the maximum degree of a node in graph
and time complexity is O(n).
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